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A method for the measurement of evaporation rates and vapor pressures of low volatility compounds was
developed and applied to the homologous series, 6@, and G, dicarboxylic acids. Proton-transfer chemical
ionization mass spectrometry was used to follow directly the temperature-dependent evaporation rates of
aerosol samples collected on a cold plate that could be heated at a known rate. The vapor pressures of the
deposited compounds were derived from observed evaporation rates through application of th&heiten
equation. Temperature programmed desorption allowed for quantification of the enthilgy) @nd entropy

(ASyup of sublimation of the diacids and is described. A strong-eelden dependence with respect to the

total carbon number was observed in the derived diacid vapor pressures, consistent with previous measurements.
However, the vapor pressures from this method were systematically lower than previous measurements. Though
seen in the vapor pressure, no edryen carbon chain length dependence was readily discernible in the
measured values &fHs,, and AS,, Perhaps most importantly, these experimental results also suggest that
residual solvent molecules (from the aerosol generation process) trapped in the diacid samples can have a
considerable influence on the measured thermodynamic parameters and, if not properly accounted for, may
give erroneous results.

Introduction Various methods exist for the measurement of vapor pressures
of very low-volatility compounds, including Knudsen cell

' effusion’®4tandem differential mobility analysis (TDMAY, 17
droplet evaporation via light scatterifgand temperature
programmed desorption (TPE}2°Besides these experimental
approaches, group-contribution computational methods (e.qg.,
UNIFAC?1724 or SPARC") also allow calculation of vapor
pressures of subcooled liquids, which can be converted to solid-

gases, primarily through the addition of functional groups to phase vapor pressures given knowledge of the melting temper-

the parent compounds. Observations of organic aerosols in theaturg a-nd enthalpy of fusm?ﬁ: . . ]
atmosphere indicate that the actual amount of organic mass is Diacids have been identified in atmospheric aerosols with
significantly greater than predicted by current modefs, significant abundances and in a large variety of chemical
although this conclusion appears to be dependent upon theenvironments (e.g., in urb&f,3° rural?*~32 marine?® and
region considered and identity of the most abundant precursorPolaf**regions) and in smog chamber experimefts? The
gases. vapor pressures of some of the homologous straight-chain
Gas-to-particle partitioning of organic compounds depends dicarboxylic acids (HOOC(Cp,COOH) are in reasonable
upon the physical properties of both the oxidized gaseous @greement, but for others the results depend significantly on
organic and the aerosol because of factors such as the solubilitythe experimental method&:41%17.>Additionally, there is little
miscibility and absorption behavior of the semi-volatile gases consistency in the variation of the measured enthalpies of
onto preexisting aerosdfl! If the vapor pressures of the sublimation AHsuy) as a function of carbon chain lengthcf.
oxidized compounds are sufficiently low, they may also nucleate The variability of calculated diacid vapor pressures is similarly
to form new particled2 To develop predictive models of aerosol large?3-2>41
behavior in the atmosphere, it is, therefore, desirable to have To address some of the disparities in the existing experimental
accurate values of the physicochemical properties of the aerosoland computational determinations of the physical properties of
precursor compounds. In particular, the temperature-dependenthe diacids, we have developed a method that utilizes temper-

Aerosols in the atmosphere are important on global, regional
and local scales owing to their influence on climate and
composition of the atmospheteand their negative health
effects? Organic compounds are a substantial fraction of the
aerosol and are derived from both primary and secondary
sources. These secondary organic sources are the result of
photo-oxidation of both anthropogenic and biogenic precursor

vapor pressureg) of the pure components are needed. ature programmed desorption to measure vapor pressures and
AHsyp values of low-volatility compounds. The method de-
* Corresponding author. E-mail: christopher.cappa@noaa.gov. scribed herein shares some general similarities to the TPD
TNOAA. . . _ _ experiments of Ziemann and co-worké?2° however, our
* Cooperative Institute for Research in the Environmental Sciences, hod all for di f d d
University of Colorado. method allows for direct measurement of temperature-dependent

8 Department of Chemistry and Biochemistry, University of Colorado. evaporation rates (and therefore vapor pressures). Proton-transfer

10.1021/jp068686q CCC: $37.00 © 2007 American Chemical Society
Published on Web 03/30/2007



3100 J. Phys. Chem. A, Vol. 111, No. 16, 2007 Cappa et al.

250um  filament of ~2 mm, from 8.85 mm to 6.65 mm diameter (see Figure 1).
ol The collector could be cooled to temperatures as low as 250 K
To Roots Blower by immersing the copper tube into a liquid nitrogen bath or
heated t0>430 K through use of the cartridge heater. The
] temperature of the collector was measured using a K-type
thermocouple cemented into a hole near the top of the collector
. ==l base using a thermally conductive epoxy. The temperature was
ube g N=| em controlled using an Omega CNI8C PID temperature controller.
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The accuracy of the thermocouple-collector assembly was better
g . T ] than+0.7 K as determined by measuring the temperature when
sorption o) . . . R .
Chamber \.\ [ 1] |l | the collector was immersed in an ice bath or in boiling water.
coid | \ T The accuracy of our temperature measurement has also been
Bath |\ To Turbo Pumps tested by comparing the observed melting temperature for
Figure 1. Schematic of the experimenta| apparatusl azelaJC aC|d (the §:dIaCId) to the |Itel’ature ValueTﬁ] = 380
K) when the sample is heated-ab times the typical rate used
chemical ionization mass spectrometry (PT-CIMS) was used in the TPD experiment& For azelaic acid in our systeriiy,
for detection of the evaporated molecules. = 380.1+ 0.4 K, in good agreement with the literature value.

In this paper, we present our results and compare our resultsSuch an agreement also indicates that the sample is in thermal
with those from other experimental methods. Our results indicate equilibrium with the collector plate. The entire collector
that the vapor pressures of the homologoys Cyo diacids are ~ assembly was mounted in a glass cell maintained at 393 K
lower than previously reported values, and therefore that the attached to the back end of the ion drift tube. As molecules
partitioning of the diacids to the particle phase will be more evaporated from the collector surface, they were directly

significant than has been previously suggested. entrained into the drift tube carrier gas flow.
_ Although PT-CIMS is a relatively “soft” ionization method,
Experimental Methods some of the diacids studied here exhibited significant fragmen-

tation, often giving 25 mass fragments that each contributed
>10% to the total signal. The fragmentation for a given
compound was characterized by comparing a background mass
spectrum to one with the diacid sample heated to give observable
signals. Subsequent experiments were conducted where only

) ) . the identified ion fragments were monitored (typically- B0
Both analyte and reagent ions were extracted from the ion drift ,qividual m'2).

tube into a quadrupole mass spectrometer for mass-specific
detection. A schematic of the experimental setup is shown in
Figure 1. The PT-CIMS system used in these studies has bee
described previousl§? For these studies the typical operating
pressure was-0.5—0.7 Torr withE/N ~ 103—108 Td (1 Td=
10717 V cm?). H3O" was the dominant reagent ion, and
H,0-H30™ contributed<3% to the total reagent ion signal and
O;" and Nv* contributed<1%.

H3;O" was generated by electron impact ionization oH
vapor added into 3.5 STP éns™! of He (STP= 1 atm, 273
K). Nitrogen was added through the back end of the main drift
tube at 5.2 STP cs ! of N, such that the total flow rate was
8.7 STP crs™L.

Aerosol Production and Deposition.Polydisperse aerosols
were produced by atomizing1—2 wt % methanol solutions
of diacids. The aerosols were dried by passing them through a
horizontal flow tube partially filled with a 18 molecular sieve
with a residence time of3 min. The aerosols were introduced reached
into the desorption chamber through a 30 cm long, 0.25 mm ’ .
i.d. capillary inlet. The inlet served to focus the aerosols intoa  When [R] << [H30"], as is the case here, the gas-phase
well-defined, collimated beam. The aerosol beam was directed €oncentrations .of the evolved species can be calculated from
at the center of a circular flat-plate collector located mm the observed signals:
from the capillary exit. The collected aerosol was visible as a

PT-CIMS. In PT-CIMS an organic trace gas, R, is ionized
via a proton-transfer reaction with;B* ions, i.e.

HO0" + R—H,0+ RH" @)

Each TPD experiment consisted of collecting aerosel2z63
K. After collection, the sample was “preheated” for-380 min
Yoa temperature that was15—20 K below the temperature at
which the maximum evaporation rate was observigh{ see
Table 1). Up to~50% of the originally deposited sample was
lost during the preheating step. Preheating was determined to
be crucial for obtaining consistently reproducible and accurate
results, as discussed in detail later. After preheating, the sample
was cooled to 273 K, and the TPD scan was begun after all
signals recovered to background; typically, this teeBO min
and depended on the compound under study. A TPD scan
consisted of ramping up the temperature of the collector at a
rate of~1.5—-3.5 K/min while monitoring the signal levels of
the various ion fragments. We observed our results to be
independent of the heating rate over this range. All samples
appeared to remain solid throughout the TPD scan and were
completely desorbed before the melting temperature was

small, solid, cone-shaped mound with a base diamejear(d S

height f) that ranged from~0.2 to 0.6 mm; typicallyd ~ h. [R] = - )

For each experiment an image of the sample was collected so SHso* (R kot

thatd andh could be determined via reference to the collector

diameter (6.65 mm). whereSz+ is the observed signal level of RHz), ¢(R*) is the
Temperature Programmed Desorption. The aerosol col- transmission efficiency of the'Ron relative to that of the D"

lector was mounted onto a cartridge heater, which was solderedion, kyn is the second-order rate coefficient (in€molecule?

onto a copper tube support. The collecterl cm in height, s71) for the proton-transfer reaction amds the reaction time

was composed of a thin stainless steel plate soldered onto an the ion drift tube (in seconds). For the dicarboxylic acid
brass base that was tapered to the top surface over a distancepecies it is probably reasonable to assume that the proton-
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TABLE 1: Experimentally Determined Angb, As‘,;ub, and p° (298 K) for the Straight-Chain Dicarboxylic Acids, after
Application of the Simple Sticking Correction?

compound AH?  (kJ/mol)  AS),(J/(MoFK))  p° (298 K) (Pa)  Tonser(K) ~Tmax (K) N m/z
succinic acid 128 2 247+ 6 3.2#0.6)x 105 318 358 5 101,119
glutaric acid 134t 4 279+ 14 12 @0.6)x 104 313 349 4 87,115133
adipic acid 145+ 5 285+ 14 2.6 &1.0)x 10° 328 368 13 5583, 101, 111, 129147
pimelic acid 153+ 4 313+ 11 3.9@06)x 108 328 363 6 69,97, 11525, 143161
suberic acid 168 7 338+ 18 1.8 ¢1.2)x 1077 348 378 9 83,101,129 139,157,175
azelaic acid 17&5 368+ 16 1.0@0.6)x 108 348 373 15 83, 97125 143,171,189
sebacic acid 18% 8 361+ 22 1.6 ¢0.8)x 108 353 385 13 83,101, 12939, 157, 185 203
dodecanedioic acid 169 4 328+ 12 34&1.1)x 108 346 377 4 185213 231

aThe reported values are the averaga dfidependent measurements and the errors are 2 standard deviations. The indi#ifjyand AS
were determined by fitting the data from the onset temperaflyge), where signals are first observed significantly above background, to the
maximum desorption temperaturénfy). The diacid fragments that contributed at least 5% to the total signal are given; those that contributed
>10% are italicized. The exact value ®fax depends on how much sample was deposited for each experiment.

transfer reaction proceeds at the gas-kinetic limit Wwjth ~ 3 empirical parameter that takes into account any energetic or

x 107° cm® molecules?® s71.4445 entropic barrier that causes the observed evaporation flux to be
The transmission efficiency of ions through the quadrupole less than the theoretical maximum. We make the generally

mass spectrometer is a function mfz. Quantitative determi- accepted assumption that= 1 for the compounds considered

nation requires characterization of how the relative transmission here?-50 which means that the derived vapor pressures are
efficiency varies withm/z. This was determined for our system  lower limits. The mass accommaodation coefficient itself could
by completely (or nearly completely) converting the reagention be less than unity, but this is not considered here. Because the
signals (HO™ and HO-H30") to R* by controlled addition of molecules are evaporating into a low-pressure environment,
sample compounds with variongz. Compounds were chosen  there are no diffusional constraints that would reduce the

such that fragmentation and clustering were minimal, gnd evaporation flux. As a test of this, we have measured the
2) was determined by comparison of the decrease in the reagenkvaporation flux of adipic acid at a constant temperature while
ion signal to the increase in*R¥® varying the system pressure by nearly a factor of 2. No

) systematic dependence of the evaporation flux on pressure was
Data Analysis observed, and the variation between these pressure-dependent

Determination of Evaporation Rates and Vapor Pressures. ~ Mmeasurements was small (less than 6%).
The evaporation raté (in units of molecules/s), was measured To determine vapor pressures from the observed evaporation
directly as a function of the desorption temperature during each rates, it is necessary to have knowledge of how SA varies with
TPD scan. The total amount of evaporated mateNa}) was temperature. The initial surface area,;Swas determined from
determined by integrating under the observed TPD scans: Niot, att = 0, the molecular volume and the measurgdsing
the observation that the collected samples are cone shaped.

Ny = ft:oE(t) d=oT % /‘TIT“ViVQhE(n dar (3) Using these parametells, was calculated from eq 4, and A
’ = mro/r? + hy. V(T) was characterized in terms of the
where 0T is the heating rate (K/s). AlternativelZ. was decreases in bothandh. In particular, it was assumed that the
determined from the observed sample dimensions (i.e., from volume change results from simultaneous equivalent decreases
the initial d andh, assuming a conical shape) according to in bothr andh, such that1 = re-fYBandhy 1 = hef3, where
f is the fraction of material remaining compared to the previous
Niot, = pVo = %Pmozho 4) time step { = 1 — E-At/Ny). The volume calculated in this

manner corresponds exactly to that calculated from the observed

. SV
wherep is the molecular volume arih, ho, andro are the initial ~ €Vaporation rates, wheké = Vo — p/i_oE(f) dt. Thus, SA can

sample volume, height, and radius, respectively. The two P SPecified at every (from r; andhy), and the measured(T)
methods of determininyi, typically agreed within a factor of ~ ©@" be converted t(T). We have also visually monitored the

ca. 2. For those few cases where agreement was poorer (possiblyaMPle during a TPD scan and found that the observed variation
due to day-to-day fluctuations ¥(X™)), E(T) was scaled bya "' andh (and SA) with temperature agreed very well with the

constant factor to bring the two into agreement. The implications c@lculated values, typically to better than 10% at any given
of uncertainties iMir. (really in €(R*), kxn andt) in terms of temperature. We therefore have confidence that the variation

the effect on the derived thermodynamic parameters arein SAWwith temperature has been accounted for properly.

discussed further below. p%T) was calculated using eq 5 from the measukg€d). Over
The observedi(T) is related to the absolute vapor pressure a limited temperature range, a plot ofghvs 1/T is linear with
of a compound through the HertKnudsen equatiof a slope equal t(Angl{R and an intercept equal mim{R (i.e.,
Clausius-Clapeyron equation), wheRis the ideal gas constant
_E _ Vepo and A%b is the entropy of sublimatioft. (This assumes that
Je = SA~ J2emKT ®) AC, = 0, i.e., thatAH2 , does not vary significantly over the
temperature range considered.) The vapor pressure at 298 K
Here, Je is the evaporation flux (moleculesths™1), p is the was calculated for comparison with other values found in the

saturation vapor pressure (Pa)js the molecular mass of the literature from the measuredH?, and AS),, This method
evaporating species (kg/molecul&)is Boltzmann’s constant,  provides a direct measure of the compound vapor pressure as a
T is temperature, and SA is the exposed sample surface aredunction of temperature, within the constraints of the Hertz
(m™2). y. is the so-called evaporation coefficient, which is an Knudsen formulation for evaporation (i.e., assumjrg= 1).
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Each observed TPD curve was compared to a model curve, T
which hasAH?,, andAS),, as the only two adjustable param-
eters. The model was initialized using the obserdgd andrg
to establish SA At every time (temperature) step in the model,

E was calculated from eq 5 and the incremental mass loss
determined. The molecules evaporated during that time step are
removed from the sample and thandh (and SA) for the next

time step determined in the same manner as above. This process
was continued untiN; = 0.

High Temperature Correction. In some of the experiments,
significant high-temperature “tailing” was observed, where the
gas-phase concentration decreased less rapidly than estimated
from earlier time measurements or expectations from the model
(cf. Figure 2). However, the following observations suggest that 0
this slow signal decay was most likely due to evaporation from
the walls of the ion drift tube and not from residual sample on 6x10”
the collector plate. Visual inspection of the sample during a
TPD scan indicated that the sample was completely evaporated 5
once the temperature was &K higher thanT . Additionally,
the diacid signal persisted aft@rax was reached even when
the collector plate was rapidly cooled to temperatures where
there was negligible evaporation. This observation provides
confidence that our interpretation of the tailing to be the result
of sticking downstream from the desorption region is correct.
The high-temperature tail generally contributes1%% of the
total signal. 1

To approximately account for the high-temperature tailing,
the data were corrected as follows. First, the total area under 0
the observed curv@éopserved including the tail, was determined.
Then, when the actual temperature was above some high-
temperature cutoffTeuor) the observed signals were adjusted
such tha§(t+1) = 0.5 t). This is equivalent to assuming that
the actual high-temperature decay is exponential with time. The -12
value of Teuwoff Was determined from the experiments when the
conditions were such that > Tmax and Sx(T) < 0.4(Tmay). 14
Application of this scaling factor effectively removes the tailing
and provides for excellent correspondence with the model in
the high-temperature falloff region of the TPD curve. The
scaling factors (0.4 and 0.5) were empirically determined to
yield best agreement with the visual observations and with the
model. Each of theS¢ of the tailing-corrected curve were
multiplied by the ratioA” = AgpservePscaleasuch thaiNy, was
conserved.

It is important to consider how the application of this sticking
correction affects the derivedH?,, AS),, and p°(298 K). 2k Ll 1 o
Recall that, to extract vapor pressures from the observed 034 036 038 040
evaporation rates, it is necessary to know BAWhen we do 1000/RT
not account for sticking, the determined SA(is incorrect  Figure 2. (a) Typical TPD scan for glutaric acid with the uncorrected
because sample apparently remains on the collecioral nax (3, blue line), sticking/tailing-corrected black line), and model data
Without correction the apparent SA at every temperature is (— red line). (b) Corresponding calculated variation in the sample

; ; i i . (c)°Ivs 1000RT.
therefore slightly larger than the actual SA, and the derped ~ Surface area with the desorption temperature. () RI
is correspondingly too low becaus® [ SA-L The exact The line is the best fit to the corrected data. When the correction is not

. S " applied, the curve begins to deviate significantly from lineafasis
magnitude of the deviation is a function of temperature because approached, and therefore the fit was performed over a smaller range

SA changes nonlinearly witfi. When the sticking correction  than shown. The uncorrected data have been offset byor visual

is applied, SA changes in accord with expectations from the clarity. Note the differenk-axis for (c).

visual observations of the sample and from the model; the

sample is effectively completely evaporated or> Tpax + curvature in the Ip® vs 1RTplots are observed. The correction

~5 K. generally leads to an increase AHY,, of 1-5 kJ/mol and a
Slightly largerR? values are typically found in the linear fits ~ change inp%(298 K) of <15%, with no systematic dependence

to plots of Inp® vs 1RT when the corrections for sticking are  on Ne. Note that if AS), is held constant whileAHZ, is

applied, although both typically ha®? > 0.99. However, the ~ changed by 5 kJ/mol, the calculatp?{298 K) can change by

corrected data (as o vs 1RT) is highly linear from the signal ~ nearly an order of magnitude. This indicates thath AHS,,

onset temperature up Tenax, Whereas the uncorrected data must and A%b change so as to keep’(298 K) approximately

be fit over a more limited temperature range or significant constant.
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Because a constant scaling factor has been used above, the T T T T T
increase in the derivedH2, after correction arises solely due  {@)
to changes irBAT), i.e., in the conversion fror&(T) to po(T). 107 -
Consideration instead of a temperature/time dependent correction
indicates that the constant correction used above may still -
underestimate the trudAH2, (see Supporting Information). & 1°
However, thep®298 K) determined using the temperature ﬁ
dependent correction are typically decreased<i®0% from & 10°
the constant correction values. Clearly, sticking is an experi- ®
mental problem that causes some error, although the effect on £
the derivedp®(298 K) appears to be relatively minor.

-

=
A
I

Results and Discussion

Vapor Press|
5,
|

Measurements of evaporation rates of the-Cio and G
straight-chain dicarboxylic acids were made using the TPD-
PT-CIMS system. From these measurememsly,, AS,, 107
and p°%298 K) were determined for each diacid, after the
constant sticking correction was applied (Table 1). All reported 1 1 L L 1
errors are 2 standard deviations as determined from at least 4£|b) A ! '

1

independent measurements. A representative TPD scan is show
for glutaric acid (the @ diacid) (Figure 2a), along with the
determined SAI) (Figure 2b). The original, uncorrected
evaporation rates are shown for comparison. Also shown is a
plot of In p° vs 1RTfrom which the thermodynamic parameters
AHJ,, andAS),, were determined at a standard state of 1 atm
(Figure 2c). Typically, no signal is observed untiB10—350

K due to sensitivity limitations of the PT-CIMS system. For
this particular trial, application of the sticking correction
produces a change itH2 , from 131.1 to 134.3 kJ/mol and in
the extrapolate@®(298 K) from 1.1x 1074to 1.2 x 10~* Pa.
AH?,, increases to 136.0 kJ/mol amd(298 K) decreases to
1.05 x 104 Pa when the temperature-dependent sticking
correction is applied. Application of the sticking correction
primarily engenders changes mngb but leavesp®(298 K) 10° |-
relatively unaffected. This is likely because the model best 3
retrievesp’(298 K), rather tham\HZ,, and AS),, because of I 1 ! ! I
the compensation between these two quantities and the limited 4 6 8 10 12
T-range. # Carbons

The experimentally determings(298 K) vary in a strongly F_igu_re 3. (@ _Measured vapor presstges (Pa) for the straight-chain
nonmonotonic manner withl;; vis., there is an “odeteven” diacids for this work @), Bilde et al!’ (a), Chattopadhyay and

. ) X Ziemanri® (d), Tao and McMurrj® (x), da Silva et al* (<), and
dependence observed with respeditdFigure 3). This odet Davies and Thoma&(v). (b) Measured vapor pressures for this work

even alternation ip°(298 K) has previously been noted for the  compared to calculated values from SPAREI), Capouet and Mier*!
straight chain dicarboxylic acid$:2°This observation has been  (a), and UNIFAC using the parameters from either JensenZ(&l)
rationalized by analogy to measurements of the melting tem- or Asher et af* (v). The 2 error bars for this work are shown. Note
perature, Ty, of the diacids? where a strong oddeven that they-axis is a log scale.

dependence is observed; the odd diacids typically melt at lower
temperatures than the even diaciéis®We note, however, that
p°(298 K) for the G, diacid is greater than that for the,&

. A /v"":_a‘ ]

Vapor Pressure @ 298 K (P

simply be extrapolated to predict the properties of the larger
\eIB TN - diacids. Previous measuremént® indicated that there is a
diacid, different to the variation observed between the smaller strong ode-even dependence imHC,, in contrast to the
even carbon number diacids. o ) results presented here. There is a clear-eglen dependence
In contrast top%(298 K), both AHg,, and AS), increase  in both the enthalpy and entropy of fusion for these com-
approximately monotonically wittNc up to G such that no  poundss# and it is therefore of interest that our results indicate

odd—even effect is readily discernible (Figure 4). However, thatAngb andAiub exhibit only, at most, a weak ogiceven
because®(298 K) was determined fromH2,, andAS,,, the dependence.

small differences in these properties between adjacent carbons Role of Preheating and Effect of Solventlt is important

(e.g., in going from Gto Ce) must depend on whetheraneéld {5 consider the strong influence that preheating of the sample
even or everrodd step is considered. In other words, because has on the determined thermodynamic parameters. Two separate

there is a strong odtdeven dependence in the derive}{298 examples of adipic acid TPD scans with no preheating are
K) there must be an odeeven dependence itHg , — TAS,, compared with a scan where the sample was preheated for 30
even if the ode-even dependencies faxH2, and AS),, are min at 343 K (Figure 5). On occasion, a “bump” in the TPD
almost indiscernible. Th&AH2,, and AS),,, for the G, diacid curve was observed when the sample was not preheated, as

are actually significantly lower than for:g; indicating that the exemplified by curve a. In this case, it is likely that a significant
nearly linear trend itN. suggested by the smaller diacids cannot amount of extraneous sample was deposited as thin layers on
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Figure 5. (a) Example TPD scan of adipic acid where no preheating
4 6 8 10 12 step was performed. Note the anomalous increasg that occurs
# Carbons around 6C°C. This “bump” is due to desorption of significant amounts
Figure 4. Measured (a)Angb and (b) Aiub for the straight-chain of extraneous sample from the collt_ector. (b) Second exarpple w’[th no
diacids for this work @), Bilde et all” (a), Chattopadhyay and preheating step, but where no obvious low-temperature “bump” was

Ziemani® (0), Tao and McMurrif (x), da Silva et ak (<), and observed. After the *bump” (a) and (b) are very similar. (c) Example
Davies and Thomas (v) and calculated values from SPARGH). of a preheated adlpl_c acid TPD scan[.) Cpmpared to the_ not preheated
Note that the da Silva and Davies and Thomas data have been connecteiials, thep®(298 K) is smaller and\H;,, is Iar%er. Considering (b)

with a single line. The @ error bars for this work are shown. and (c), the preheated parametgr¥298 K), AH2,, andAS,) were

3.2 x 10°% Pa, 142 kJ/mol, and 275 J/(mk), compared to not

; _preheated values of 1.4 10°° Pa, 126 kJ/mol, and 233 J/(mk).
the collector and that this sample desorbed at lower tempera All data have been corrected for sticking. Data are shown as black

tures, resulting in the observed bump. The presence of extranex;ycies, and the model fits, as red lines.
ous sample will increase the observed evaporation rates at lower

temperatures due to the added surface area for evaporation, bu - .
at preheating is likely the primary reason for the generally

ower p°(298 K) values observed in this study.
Both the preheated and not preheated data can be fit
surprisingly well by the model (when no “bump” is observed)
- . . so it is not possible to establish the “correctness” of one over
particularly at lower temperatures, in comparison to the

h d trial . the deri o the other on the basis of the fit alone. However, we believe the
preheated trials. Consequently, the derip298 K), AHg, preheating step to be essential to obtaining correct results.

and AS,, were significantly different between the preheated |mportantly, we suspect that this preheating discrepancy does
and not preheated trials, specifically wjth(298 K) larger and ot arise solely from evaporation of extraneous sample, but from
AHJ,, smaller when samples were not preheated (Figure 6). conditioning of the sample prior to desorption as well. Recall
This result holds generally true for all of the diacids considered that the deposited aerosols are generated by nebulizirg2a 1
here, although the magnitude of the discrepancy between thewt % diacid in methanol solution to produce aerosols, which
preheated and not preheated parameters increases with increasirgre sent through a drier to remove much of the methanol.
Nc (Figure 7). Interestingly, the°(298 K) determined for the ~ However, upon deposition the aerosols are not 100% dry and
not preheated trials are well within the scatter of the previous may still contain significant amounts of methanol. Although
measurements, exhibiting overall good agreement. This suggestsnethanol itself would not be efficiently trapped at the collector

as the extraneous sample is depleted and the surface are
reduced, the contribution will decrease. Curve b shows another
example with no preheating, but where no such bump was
observed. The observédT) for this trial were excessively large,
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T T T T T T T T T T T pressures due, it seems certain, to the early loss of volatile
impurities (moisture).*®

In fact, during the preheating step, the methanol signal
exhibits a sharp increase immediately upon heating, while there
is a delay in the diacid signal increase. After preheating, the
. diacid signal decreases with temperature whereas the methanol
signal remains constant at the background value (see Figure
Slain the Supporting Information). This suggests that methanol
] has been desorbed from the sample during the preheating step.
Also, no change in the methanol signal during the TPD scan is
observed after preheating; i.e., no methanol is co-desorbed with
the evaporating diacid sample (see Figure S1b). In contrast, the
methanol signal increases as a TPD scan progresses for the not
preheated samples, although it does not necessarily follow the
diacid signals exactly. If the primary difference between the
- preheated and not preheated trials is the presence of methanol
in the samples, rather than desorption of extraneous sample
(which, however, may lead to the sometimes observed “bump”),
RT I | ‘ | . | . | L this may explain why both gi\{e !inear fits tola plot ofﬂﬁ'vs '

0.320 0.330 0.340 0.350 0.350 0.370 1/RT. We have observed a similar preheating/no-heating dis-
crepancy when either water or 1-propanol is used as the solvent,
although we note that for 1-propanol there appears to be an
additional dependence upon the age of the solution where, after
a few hours, different results are obtained compared to fresh
solutions. The reason for this age dependence is, as yet,
sofF T T T T T T T .15 unexplained.

The amount of methanol retained in the deposited adipic acid
sample was estimated from the observed methanol signals during
preheating. From the data shown in Figure Sla, we have
determined that~5% of the total deposited sample was
methanol. The small relative abundance of methanol in the
sample suggests that the different thermodynamic properties
measured for the preheated vs not preheated trials does not arise
from a direct interaction of every diacid molecule with a solvent
molecule. Instead, we speculate that the primary influence of
the solvent molecules is to disrupt the crystal structure at the
evaporating surface, thereby allowing many of the diacid
molecules at the surface to exist in configurations from which
evaporation is more likely than in the purified samples.

An additional potential explanation for the observed influence
of preheating is sintering of the sample. Sintering during
preheating would likely have led to a decrease in the surface
roughness and porosity, thereby decreasing the actual surface
area, which might be somewhat greater than the geometric

1000/RT (moliJ)

Figure 6. In p® vs 1000RT (with 1 atm as the standard state) as
determined from the preheate@)(and not preheated) scans shown
in Figure 5. Note that both give excellent linear fits.

25~

p(no heat) / p°(pre-heat)
- n
(4] [=]
T T

5
T

(10w (reey-21d)™ 1y - (leay-0u)"™ Hy

# of carbons X i X
Figure 7. Ratio between the®(298 K) (left axis®) and the difference surface area and which we have used here. It is also possible

in AH,, (right axis, M) as determined from the experiments with no that the deposited aerosol particles were actually agglomerates
preheating step and those with preheating, as a functid.of of very small crystals, for which the Kelvin effect might be
important, although we believe this to be less likely given the
observations. As a result of this change in effective surface area,
temperature, if trapped within the bulk of the deposited solid sintering would have caused the observed evaporation rates after
sample it would likely influence the observed evaporation rates. preheating to be lower than those without preheating, consistent
We might expect that methanol would tend itereasethe with our results. However, it is unlikely that sintering alone
observedE at a given temperature adecreasehe determined  would lead to the observed factor of20 decrease in the
AHg,, because the vapor pressure for methanol is orders of evaporation rates and vapor pressures of the longest diacids.
magnitude higher anrzingub significantly lower than for the Additionally, the enthalpy of sublimation should be unaffected
diacids, consistent with the observations. The preheating stepby sintering, in contrast with our observations. As a final
may serve to drive the highly volatile methanol out of the consideration, we mention that no significant changes in the
collected sample (as well as remove any volatile surface measured mass spectra were observed upon preheating, which
impurities and extraneous sample), thereby allowing for mea- indicates that thermal degradation or chemistry (e.g., esterifi-
surement of the thermodynamic properties of the purified cation reactions) were unimportant. Thus, we believe that the
diacids. It was noted by Davies and Thomas that, for their effect of preheating is primarily due to the influence of residual
Knudsen cell effusion experiments, “not infrequently the first solvent, as described above, although sintering may contribute
points obtained with a new acid showed abnormally high somewhat to the observed decrease in vapor pressures with
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shl(a) T AL § simple sticking correction; only th&S),, are affected, and

4 through them th@°(298 K). Interestingly, increasing (decreas-
. ) ing) E(T) by a factor of 10 leads to an increase (decrease) in

r the determine@?(298 K) of only a factor of ca. 2. Thus, to

increase the derivegP(298 K) by a factor of ca. 10 or more (to
obtain approximate agreement with some of the other measure-
ments) would require extremely unrealistic uncertainties in the
measuredE(T). We estimate thaly for a given measurement

is known to within at worst 50%, resulting in @ maximum error

in p°%(298 K) of ~15%, which is typically smaller than the
precision based uncertainty.

We have also tested the applicability of the cone model by
treating the sample as either a cylinder or a half-sphere. This
analysis indicates thatH2 , is unaffected by the chosen shape
of the samplep®(298 K) changes by only a small amount, with
p°298 K) values of 1.15x 1074, 1.07 x 104, and 1.28x
o ——rr —— g 10~* Pa for the cone, cylinder, and sphere models, respectively.
(b) -, =]288 Such small changes in the determined parameters with sample
- shape can be rationalized by recognizing that there is a negligible
s . 284 difference in how SA varies with temperature between these
P — three shapes.

. We have also explored the assumption that the volume
1 4 %2 decrease is from equivalent changes endh by allowing the
volume change to result from variation only d@nor only in h.
In either case, there is a strong change in the shape of the
calculated E(T), but the resulting changes in the derived
thermodynamic parameters are small. For this exani,,
‘ decreases from 134.5 to 132.5 or 133.9 kJ/mol, @298 K)

L increases negligibly from 1.1% 104t0 1.22x 10*or 1.18
Bz P 276 x 1074 Pa, for variation only ird or h, respectively. It is evident
. the most important factor is that SA varies with temperature;
. 174 the actual shape of the sample is secondary. Thus, our results
130 o A TR WA are robust with respect to the use of the cone model.

A 10 Comparison to Literature Values of p(298 K), AHgt,

Relative £(T) ASq?. The derivedn®(298 K) from this work and from previous
Figure 8. Sensitivity analysis of (ap’(298 K) and (b)AH,, (left experiment&14.16.17.20(Figure 3a) and those calculated with
axis, ®) and AS),, (right axis, M) to uncertainties in the measured  group-contribution metho@% 2541 (Figure 3b) are shown. The

E(T). The derived vapor pressures change by only a factor of 2 for ca|cylated liquid phasg®(298 K) were converted to solid phase
icnh?r?eg(;irl;:((:l');fe:factor of 10 as a result of corresponding changes p°(298 K) values through the relationsfip

oney
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preheating. Measurement of the BET surface area of unheated In T = In po(T) — AS(Tr) T_m 1 6
and preheated samples in the future would help address this N ps(T) = Inp(T) R T 6
issue.

~ Sensitivity Analysis. The errors reported in Table 1 are an  where the subscrigtandL stand for the solid and liquid phases,
indication of the precision of the measurements. The accuracy respectively, andSu(Tr) is the entropy of fusion at the melting
is primarily limited by the suitability of the cone surface area point. AS,s and Ty, values are from NIST3 We note that the
model and the measurement ifT). The uncertainty irk is p values calculated here from the SPARCare significantly
determined, to a significant extent, by the relative mass |oyer than thep? obtained directly from the SPARC online

spectrometer transmission function correction, but also by \yepsitess The reason for this discrepancy is unclear. Also, the
;J_ncgrt?rl]ntles ifkoen acr;dt. Howet\_/er, thte t.Otﬁl e:f%CLOf uncerttrz;un'; ; 0 determined from UNIFA@L22 depend upon whether the
Ies In (he measured evaporation rate IS limited because the to aEarameters of Jensen et?@bor of Asher et af* are used.
sample mass is well constrained by the visually determined size. . 0 .

. L The measured and literatureH , and AS,, are shown in
It is nonetheless useful to assess the sensitivity of the extractedF. . su ! u . .

o 0 . . igure 4. Many of the previous experimental studies did not
p°(298 K), AHg,;, andAiub to potential errors irg(T). To do o . .

) report values forAi p specifically, but for an integration
this, the measured=(T) were scaled by a temperature- onstantC, from the CTausiusCIa eyron relationship. We have
independent constant, and the corresponding sample size wa$ d, hese’ Ai . ply h p.d q
constrained such théb = do. (If this constraint is not applied, $°”f"eflt.f tt ese’s to Ub.tﬁs'ng L atm as the stan tar st?]te.
such that either the base diameter or cone height is constant 0 aC|t| z;e companson(\j/w Iprew;)ustmegsudremfn S, V\{ezgagvi
with E(T), then physically unreasonable cone shapes are conV(redrig t%‘é” measured values 1o standard values a
obtained.) The changes p?(298 K), AHZ,, andAS),, were according
then assessed. The results of this analysis are shown in Figure 0 0
8 using the glutaric acid TPD scan shown in Figure 2 as an AH,,{(298 K)= AH,((00) + AC[298.15 K— O] (7)
example. Errors in measurement BfT) have essentially no
effect on the derivedAH?,, within the constraints of the  and
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Aseap(298 K)= ASﬁaP(DU +AGIn IO S2 in the Supporting Information for representative TPD scans

ACy s the standard molar heat capacity of sublimation (assumedfOr all of the diacids). If polymorphs of these compounds did
to be temperature independent), afidis the average temper- exist, the preheating step may have servc_ed to convert them to
ature during the TPD measurement. We & = —50 J/(mol the more st_able species so?;hat only a single polqurph was
K),1 giving room-temperature values oH°  and A< , that present during the TPD_sca si-or the not preheated trlgls, a
a?e Ia%ger?han the exgerimental values\ki;ulg\]/mol %&10 few of the G and G diacid TPD scans showed some evidence
JI(MokK), respectively of multiple peaks; however, the behavior of these particular
Clearlyl there is a great deal of variability in the measured samples was not reproducible and no such multipeak structure
and calc;JIatede(298 K), AHC  and Ai between the was observed for thedtliacid. Additionally, due to the design
different studies. For exar’nple Sl’éﬁe measwlé(ba% K) values of the collector in the CZ experiments, sticking/redesorption of
for glutaric acid ;/ary over 2 oraers of magnitude. Despite this the. cor_npc_)L_mds from the collector surface was als_,o_ p(_)tentiglly
overall variability, thep®(298 K) from this study are systemati- quite significant. Although they made efforts to minimize this
cally lower than the previously reported values, often by an St'Ck'r?g’ theyl/(;‘ound c()jnlz a mo:erat? agrga?mentdb:am;en _the
order of magnitude or more. This is particularly apparent for experimental data and their spherical particle model indicating

S that sticking was still likely contributing to their data (cf. their
the longer chain diacids. These results suggest that fh€( . . .
and G, diacids will partition to the aerosol phase to a greater Figures 3 and 4). The extent to which sticking may have affected

; . the AH? . values measured by CZ is unknown.
extent than previously suggested due to their lower vapor sub SR
p)r(essures. previously sugg . Ir fower vap A separate possibility is that both the TDMA and TPD

The general nature of the ogeéven dependence evidenced experiments of CZ were affected by the presence of solvent

by p%(298 K) is actually very similar to that observed by Bilde (used in t.he' aerosql generat.ion process in.b.qth.experiments)
et all” and Chattopadhyay and Ziema&fthenceforth referred trapped within the diacid matrix. Such a possibility is consistent
to as CZ) and the combined Knudsen cell results from Davies with the °bse{,"a“9“ that 0@(298 K) valugs are typ.|cally
and Thomas (even carbon numbers) and da Silva et al. (odd!oWer and AHg,, higher than in these previous studies. As
carbon numberd} 4 (Figure 3). In general, with increasind mentioned above,_ a solvent effect was also apparent here for
there is a slight increase or only small changep298 K) water (used by Bilde et al.) and 1-propanol (2-propanol was
when going from even to odd numbers of carbons with a Uséd by CZ). _ e
comparatively larger decrease when going from odd to even. The approximately linear variation ifAH,, with Nc up to
One difference is that we observe a slight decrease in goingNe = 9 observed in our experiments is more consistent with
from Cg to Co, whereas Bilde et al. and CZ both observed an theé combined Knudsen cell resulfsl4 although the reported
increase. values are~15 kJ/mol lower than those observed here. The
In contrast, the variation ofAngb and A%b with Ne reason for this discrepancy is unclear. The Knudsgn cell
observed here is quite different from some of the previous p°(298 K) values are generally larger than @298 K) (with

observations (see Figure 4). Bilde et al., using a TDMA method, the exception of the gdiacid); however, they are overall closer
found that AH . exhibited an extremely large odeven to our results than either the TDMAor the other TP results.
sub

dependence. CZ, using a different TPD method, observed a Comparing our experimentgP(298 K) to the calculations

comparably minor, although apparent, edeven effect with a from group-contribution methods, there is a strong similarity
0. . _ _ in the shapes of the observed and calculated —@den
small overall change iAHg, in going fromN; = 4 to N; =

12. Compared to these studies, our results exhibit a negligibledependence’ although the _calculatlons all sugg_estp‘]@a%
dd—even effect inAHC andAi K) sﬁould increase in going from gCto Cy (Figure 3Db).
0 What might be th sub fthUb i 5 First i Additionally, the calculations all indicate tha?(298 K) for the
. atmig e_ € cau%e(_) ese _' erences: |rs_ » WE No eclz diacid is significantly less than that for thedXiacid, in
that in our expeorlmentAHsubls determined for each trial, and  ontrast to the observations. With respect to absolute values,
the reportedAHg,, values are the average of numerande- reasonable agreement is found with tp&298 K) from
pendentmeasurements. In the Bilde et al. experiments (where gpARES5 and from the Jensen-UNIF&&method forN, < 8.

the largest oddeven dependence inHg,, was observed),  The p%(298 K) from this study are significantly lower in

298.15 1 ®) ments for the odd diacids for the preheated trials (see Figure

each experiment yieldegf at a single temperature onlHY,, comparison both to the method of Capouet andiftt and to
was determined from a best fit to a plot ofphvs 1RTwhere the Asher-UNIFAC method&*
eachp®(T) was from aseparateexperiment. As a result, the We believe that the discrepancy between €298 K)

fits to the data may be subject to greater uncertainty (there arecalculated from the Jens@mand Ashet* UNIFAC methods can
pnly 5-7 ind_ividualpo('D measurements for each dia_lcid). This. be understood through consideration of the parameters them-
is apparent if one compares, as an example, the fits shown inselves. Without going into detail, the combinatorial contribution

our Figures 2 and 6 with those shown in Figure 7 of ref 17.  {g the calculateg depends importantly on four parameters,
Comparing to the TPD experiments of CZ, the reason for a ; — A, through the relationsh#p2

the discrepancy is less clear because they employed a method A

similar to ours. In the experiments of CZ on thg C;, and G 0 1

diacids, multiple desorption peaks were observed. This was Inp'(T) —~ T T AT AGT HALINT ©)
attributed to the presence of different polymorphs (i.e., crystal ) ) o

structures) of these compounds in the deposited aerosols. Thef he firsttwo terms in eq 10 are completely negligible compared
TPD profiles for these particular compounds therefore deviated 0 the last two when the Asher et Al x values are used, whereas
significantly from their spherical particle evaporation model @ll four terms are important when the Jensen et al. parameters
(which is similar to the cone model introduced here) and we are used. Itis therefore possible that g reported by Asher
speculate may have led to less than optimal fits and the apparen€t @l. may only be a local minimum in the nonlinear regression
observation of an odéeven dependence iﬁngb There was used in their determlnatlor!, whereas the Jensen &igimay

no evidence of such multiple desorption peaks in our experi- be closer to a global solution.
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T T T T important in the pure component. It has been stated that it is
not unreasonable to assume that the activity coefficient is unity
for individual components of a mixture composed of similar
species?6263However, given the lack of definitive experimental
evidence, we nonetheless urge caution when applying the pure
componenpP determined here to the modeling of gas-patrticle
partitioning for real (i.e., multicomponent) aerosol systems.

Conclusions

Vapor Pressure (Pa)
(nydd) ainssaud Jodep

We have developed a new temperature programmed desorp-
tion based method for direct determination of the evaporation
rates of very low volatility compounds. Here, we have focused
specifically on G—C;0and G dicarboxylic acids. The method
is similar to that of Chattopadhyay and Ziem&Amlthough it

1 | | 1 | . . .
260 270 280 200 200 310 allows for direct measurements of evaporation rates as a function

of temperature. The observed evaporation rates are used to
estimate the vapor pressures of the diacids from the Hertz

Temperature (K)

Figure 9. Temperature dependence of the saturation vapor pressures

(in Pa and pptv) of the straight chain dicarboxylic acid Ker= 4 to Knudsen equation. The enthalpy and entropy of sublimation

N. = 10 andN, = 12. Shown are succinicH), glutaric ©), adipic have also been measured. Our results suggest that the vapor
(@), pimelic (»), suberic ), azaleic {) and sebacic (*), acid and  pressures of the diacids are typically lower than those measured
dodecanedioic acid®). using TDMA6.17or Knudsen celf-14or other TPE° methods.

Despite this disparity in the absolute magnitudep?£98 K),

Atmospheric Implications. The p°(298 K) determined here the odd-even dependence previously observed for the diacids
for the G—Cyo and G, straight-chain dicarboxylic acids are Was confirmed. However, our measur‘m"gub and Agub
significantly lower than previous measurements or calculations indicate that the oddeven dependence @(298 K) results
indicate. Also, the vapor pressures are strongly temperaturefrom only small deviations from linearity in these parameters
dependent, decreasing by approximately an order of magnitudewith increasing carbon chain length, at least upNto< 9, as
for a 10 K drop in temperature. For exampleTat 280 K, p° opposed to an exceedingly large etkelyen dependence of these
< 1 pptv (107 Pa) for allN; > 5 (Figure 9). As a result, the  parameters themselves. Reasonable agreement between our
gas-to-particle partitioning of these compounds, as determinedexperimentalp®(298 K) and that calculated from two group-
using the Pankow modéf;2® may be significantly greater than  contribution methods (SPAREand UNIFAC using the Jensen
previously thought. Additionally, because these types of com- et al. paramete?d was found for the smalleK, diacids, but
pounds are abundant in the atmosphere, it might be expectedour results differ from other calculations (Capouet andltti
that the amount of SOA should depend importantly on temper- and UNIFAC using the Asher et al. parametéxs
ature. HOWeVer,.la.bOratOry resultS indicate that SOA nU(?leation Perhaps most |mp0rtant|y’ the experimental resu'ts |nd|Cate
and growth exhibit only a moderafedependenc* with the extreme importance of preheating of the samples. The
effectiveAHsupvalues of 16-40 kd/mol>®*Understanding the - influence of this preheating step appears to be 3-fold. First, it
nature of the physical and chemical interactions that lead 10 serves to drive off any extraneous sample that is subsequently
this striking reduction in SOA sensitivity to temperature is of opserved as increased evaporation rates at lower temperatures.

critical importance_, although it is IikeI_y related to SOA being Second, preheating may lead to sintering of the samples, which
composed of multiple compounds which have a wide range of may have changed the effective surface area. And, finally,

Vapor pressures. Our results suggest that even relati\{ely simpl reheating serves to drive any remaining solvent molecules (in
physical interactions (such as those between the diacids angpig case,"methanol) and other higher-volatility impurities out

alcohols or water) can dramatically influence the apparent of the deposited sample. We postulate that this third effect is

therm.odynamic properties of the system, suggesting interestingthe primary reason for the discrepancy between these results
directions for future research.

Wh tributi thod d to estimat and the previous TDMA and TPD measurements. In light of
€n group-contribution methods are used to estimate Vaporthis, further measurements comparing the vapor pressures and
pressures of low-volatility compounds, we recommend the use , "¢
. AHg, values for other compounds, such as the homologous
of SPARC or Jensen-UNIFA@‘L’ values, as both give reason- . . )
; . monocarboxylic acids, are clearly desirable.

able agreement with our results, although caution must be
exercised for largeM.. Vapor pressures predicted by the .
Capouet and Niler or Asher-UNIFAC methods appear to _ Acknowledgment. We thank Troy Thornberry, Jim
greatly overestimatg’. We suggest that these temperature- Burkholder, Joost de Gouw and Karl Froyd from NOAA, Paul
dependent vapor pressure measurements can be used in thélémann from UC Riverside and Merete Bilde from the
development of new, more accurate group-contribution param- University of Copenhagen for useful discussions.
eter sets. _ _ . _

The majority of gas-particle partitioning models use pure ~ Supporting Information Available: The Supporting Infor-
component (subcooled liquid) vapor pressures with the assump-mation contains a detailed description of the temperature-
tion that the activity coefficient is unity, i.e., that the “solution” dependent sticking correction, additional figures related to the
is ideal. However, the strong intermolecular interactions that observed solvent effect and example temperature programmed
cause these diacid molecules to have such low pure componentlesorption scans for each of the dicarboxylic acids considered
vapor pressures will undoubtedly be changed in a many- in this study. This material is available free of charge via the
component mixture, especially when hydrogen bonding is Internet at http://pubs.acs.org.



Evaporation Rates and Vapor Pressures of Low Volatility Compounds J. Phys. Chem. A, Vol. 111, No. 16, 2003109

References and Notes

(1) IPCCClimate Change 2001: The Scientific Basis. Contribution
of Working Group | to the Third Assessment Report of the Intengmnental
Panel on Climate Chang€ambridge University Press: Cambridge, U.K.,
2001.

(2) Pope, C. A,; Dockery, D. W.; Schwartz,ldhal. Toxicol.1995 7,

(3) Kanakidou, M.; Seinfeld, J. H.; Pandis, S. N.; Barnes, |.; Dentener,
F. J.; Facchini, M. C.; Van Dingenen, R.; Ervens, B.; Nenes, A.; Nielsen,
C. J.; Swietlicki, E.; Putaud, J. P.; Balkanski, Y.; Fuzzi, S.; Horth, J.;
Moortgat, G. K.; Winterhalter, R.; Myhre, C. E. L.; Tsigaridis, K.; Vignati,
E.; Stephanou, E. G.; Wilson, Atmos. Chem. Phy2005 5, 1053.

(4) de Gouw, J. A.; Middlebrook, A. M.; Warneke, C.; Goldan, P.D.;
Kuster, W. C.; Roberts, J. M.; Fehsenfeld, F. C.; Worsnop, D. R;
Canagaratna, M. R.; Pszenny, A. A. P.; Keene, W. C.; Marchewka, M.;
Bertman, S. B.; Bates, T. S. Geophys. Res.-Atmad2005 110

(5) Heald, C. L.; Jacob, D. J.; Park, R. J.; Russell, L. M.; Huebert, B.
J.; Seinfeld, J. H.; Liao, H.; Weber, R. Geophys. Res. Let2005 32,
1.18809.

(6) Volkamer, R.; Jimenez, J. L.; San Martini, F.; Dzepina, K.; Zhang,
Q.; Salcedo, D.; Molina, L. T.; Worsnop, D. R.; Molina, M. Geophys.
Res. Lett2006 33, L17811.

(7) Tunved, P.; Hansson, H. C.; Kerminen, V. M.; Strom, J.; Dal Maso,
M.; Lihavainen, H.; Viisanen, Y.; Aalto, P. P.; Komppula, M.; Kulmala,
M. Science2006 312, 261.

(8) Pankow, J. FAtmos. Emiron. 1987, 21, 2275.

(9) Pankow, J. FAtmos. Emiron. 1994 28, 185.

(10) Pankow, J. FAtmos. Emiron. 1994 28, 189.

(11) Seinfeld, J. H.; Pandis, S. Wtmospheric Chemistry and Physics:
From Air Pollution to Climate Changelohn Wiley: New York, 1998.

(12) Kulmala, M.Science2003 302, 1000.

(13) Davies, M.; Thomas, G. Hlrans. Faraday Socl96Q 56, 185.

(14) da Silva, M. A. V. R.; Monte, M. J. S.; Ribeiro, J. B. Chem.
Thermodyn1999 31, 1093.

(15) Rader, D. J.; McMurry, P. Hl. Aerosol Sci1986 17, 771.

(16) Tao, Y.; McMurry, P. HEnviron. Sci. Tech1989 23, 1519.

(17) Bilde, M.; Svenningsson, B.; Monster, J.; RosenornEfuiron.
Sci. Technol2003 37, 1371.

(18) Ray, A. K.; Davis, E. J.; Ravindran, B. Chem. Phys1979 71,
582.

(19) Chattopadhyay, S.; Tobias, H. J.; Ziemann, Rnal. Chem2001,

73, 3797.

(20) Chattopadhyay, S.; Ziemann, PA&rosol Sci. TechnoR005 39,
1085.

(21) Fredenslund, A.; Jones, R. L.; Prausnitz, JAVChE J.1975 21,
1086.

(22) Fredenslund, A.; Gmehling, J.; Rasmussen, Vapor-Liquid
Equilibria Using UNIFAG Elsevier: Amsterdam, 1977.

(23) Jensen, T.; Fredenslund, A.; RasmussenjnB. Eng. Chem.
Fundam.1981, 20, 239.

(24) Asher, W. E.; Pankow, J. F.; Erdakos, G. B.; Seinfeld, Atrhos.
Environ. 2002 36, 1483.

(25) Hilal, S. H.; Karickhoff, S. W.; Carreira, L. AQQSAR Comb. Sci.
2003 22, 565.

(26) Prausnitz, J. M.; Lichtenthaler, R. N.; Azevedo, E.M&lecular
Thermodynamics of Fluid-Phase Equilibriznd ed.; Prentice Hall: Engle-
wood Cliffs, NJ, 1985.

(27) Kawamura, K.; Ikushima, KEnviron. Sci. Technol1993 27, 2227.

(28) Fraser, M. P.; Cass, G. R.; Simoneit, B. REfviron. Sci. Technol.
2003 37, 446.

(29) Yue, Z. W.; Fraser, M. PAtmos. Emiron. 2004 38, 3253.

(30) Limbeck, A.; Kraxner, Y.; Puxbaum, H. Aerosol. Sci2005 36,
991.

(31) Satsumabayashi, H.; Kurita, H.; Yokouchi, Y.; Ueda,At#mos.
Environ. Pt. A199Q 24, 1443.

(32) Limbeck, A.; Puxbaum, H.; Otter, L.; Scholes, M. &tmos.
Environ. 2001, 35, 1853.

(33) Mochida, M.; Kitamori, Y.; Kawamura, K.; Nojiri, Y.; Suzuki, K.
J. Geophys. Res.-Atmdz002 107.

(34) Kawamura, K.; Kasukabe, H.; Yasui, O.; Barrie, L. Beophys.
Res. Lett1995 22, 1253.

(35) Kawamura, K.; Imai, Y.; Barrie, L. AAtmos. Emiron. 2005 39,
599.

(36) Hatakeyama, S.; Tanonaka, T.; Weng, J. H.; Bandow, H.; Takagi,
H.; Akimoto, H. Environ. Sci. Technol1985 19, 935.

(37) Docherty, K. S.; Ziemann, P.J.Chromatogr., Sect. 2001, 921,
265.

(38) Docherty, K. S.; Kumboonlert, K.; Lee, |. J.; Ziemann, PJJ.
Chromatogr., Sect. 2004 1029 205.

(39) Gao, S.; Keywood, M.; Ng, N. L.; Surratt, J.; Varutbangkul, V.;
Bahreini, R.; Flagan, R. C.; Seinfeld, J. Bl. Phys. Chem. 2004 108
10147.

(40) Gao, S.; Ng, N. L.; Keywood, M.; Varutbangkul, V.; Bahreini, R.;
Nenes, A.; He, J. W.; Yoo, K. Y.; Beauchamp, J. L.; Hodyss, R. P.; Flagan,
R. C.; Seinfeld, J. HEnwiron. Sci. Technol2004 38, 6582.

(41) Capouet, M.; Mler, J. F.Atmos. Chem. Phy2006 6, 1455.

(42) de Gouw, J. A.; Howard, C. J.; Custer, T. G.; Baker, B. M.; Fall,
R. Environ. Sci. Technol200Q 34, 2640.

(43) Linstrom, P. J.; Mallard, W. G. NIST Chemistry WebBook, NIST
Standard Reference Database Number 69; National Institute of Standards
and Technology: Gaithersburg MD, 20899, June 2005 (http:/
webbook.nist.gov).

(44) Smith, D.; Spael, P.Mass Spectrom. Re2005 24, 661.

(45) Spael, P.; Smith, DInt. J. Mass Spectronl998 172 137.

(46) Steinbacher, M.; Dommen, J.; Ammann, C.; Spirig, C.; Neftel, A.;
Prevot, A. S. Hint. J. Mass Spectron2004 239, 117.

(47) Hertz, H.Ann. Phys1882 17, 177.

(48) Cammenga, H. K. Evaporation Mechanisms of Liquid<imrent
Topics in Materials Scien¢eKaldis, E., Ed.; North-Holland Publishing
Co.: Amsterdam, 1980; Vol. 5, pp 335.

(49) Pound, G. MJ. Phys. Chem. Ref. Date972 1, 135.

(50) Kulmala, M.; Wagner, P. El. Aerosol. Sci2001, 32, 833.

(51) Fundamentally, the measured intercept is equalHg,/RT*, not
ASu/R, whereAHg,pis the determined value over the measurement range
(T) andT* is the temperature whepf = 1 atm, the reference state. However,
AHsufT) = AHsufT*) + AC,(T—T*), and therefore the intercept fSsHsutr
(T/RT + (ACY/R)(T/IT* — 1), whereAGC, is the standard molar heat
capacity of sublimation. Because at equilibridthls,d T = ASqu then the
intercept iSAS{T)/R + AC, In(T'/T) + (ACY/R)(T/T* — 1), or simply
ASuT)/R assumingC, = 0. For simplicity, we ignore the temperature
conversion as this does not affect the general conclusid8sT) values
differ from the measured intercept by4 J/(motK) assumingAC, = —50
J/(motK)) and allows for straightforward calculation pf(T).

(52) Hendricks, S. BChem. Re. 193Q 7, 431.

(53) Thalladi, V. R.; Nusse, M.; Boese, R. Am. Chem. SoQ000
122 9227.

(54) Cingolani, A.; Berchiesi, GJ. Therm. Anal1974 6, 87.

(55) Hilal, S. H.; Carreira, L. A.; Karickhoff, S. W. SPARC v 3.1,
January 2006 (http://ibmlc2.chem.uga.edu/sparc/).

(56) Atkins, P. W.; De Paula, Physical chemistry8th ed.; W. H.
Freeman: New York, 2006.

(57) Roux, M. V.; Temprado, M.; Chickos, J. $.Chem. Thermodyn.
2005 37, 941.

(58) Burkholder, J. B.; Baynard, T.; Ravishankara, A. R.; Lovejoy, E.
R. Submitted ta). Geophys. Res

(59) Donahue, N. M.; Hartz, K. E. H.; Chuong, B.; Presto, A. A.; Stanier,
C. O.; Rosenhorn, T.; Robinson, A. L.; Pandis, S.Rdraday Discuss.
2005 130, 295.

(60) Pathak, R. K.; Stanier, C. O.; Donahue, N. M.; Pandis, SJ.N.
Geophys. Re®007 112 D03201.

(61) Offenberg, J. H.; Kleindienst, T. E.; Jaoui, M.; Lewandowski, M.;
Edney, E. OGeophys. Res. Let2006 33.

(62) Jenkin, M. EAtmos. Chem. Phy2004 4, 1741.

(63) Kamens, R.; Jang, M.; Chien, C. J.; LeachEKviron. Sci. Technol.
1999 33, 1430.



